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Addressing Real Time with Temporal Logic 1
Multimedia Communications

A. John M. Donaldson?® and Plamen L. Simeonov”

Abstract We present a strategy for specifying real
time aspects of multimedia transfer by means of tem-
poral logic. The method we have chosen allows us to
establish common proof criteria for transmission syn-
chronization and flow adjustment. #

Kegwords—— Temporal Logic, Real Time, Multimedia,
Behaviours. Actions, Liveness.’

I[. INTRODUCTION

End-to-end synchronization among different Hows is
an important issue in multimedia communication. [t
can be implemented as uni- or bidirectional transfer,
simultaneously or sequentially at one or more destina-
tion sites with one or more data streams converging
at these sites while being bounded according to some
common feature. A typical example of synchronization
is the problem of timing the outputs of video and voice
to achieve lip synchronization. Tricks such as tempo-
ral and spatial flow adjustment are often necessary to
achieve reasonable presentation rates for multimedia.

Related work: Numerous works of protocol and
service designer have been addressing the various as-
pects of real-timing and synchronization in distributed
systems while trying to provide reascnable engineering
solutions. For example, Escobar et al. [1] have devel-
oped a flow synchronization protocol based on synchro-
niged network clocks to provide end-to-end synchro-
nization and adapt to flow delay changes over arbitrary
data transfer topologies.

On the other hand, theorelitians are developing
methods and techniques to exactly specify and prove
complex systems up to their real-time requirements by
using formal means. Investigating the real-time expres-
sivness of formal techniques such as extended LOTOS,
SDL and real-time temporal logic. Hogrefe and Leue,
conclude that temporal logic as requirement oriented
approach is better suited to enhance verification, vali-
dation and testing during the service design phase, [2].

This paper is a contribution to how these two
strearns, the engineering and the formal one, can ben-
efit from each other by approaching the subject with
some common idea.
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Our approach: There are two basic schools in
multimedia design trying to solve the problem of flow
synchronization: in the upper OSI layers (application
and/or orchestration), and in the lower OS5I layers
(transport and/or network) respectively. We approach
the problem of synchronization from the viewpoint of
system design and verification by using formal descrip-
tion means and stressing on characteristics, such as
buffering, flow control and message feedback mecha-
nisms to derive appropriate specification proof rules
that can be used with other conventional techniques
to improve the design of distributed multimedia, [3].

II. THE PROBLEM

Let us consider a group of remote terminals capable
of multi-media exchange and let us define the main re-
quirement to the system as to enable a real-time data
transfer between the terminals.

This requirement can be expressed by means ol real-
time temporal logic [4]. In our approach we use the
Lamport’s Temporal Logic of Actions (TLA) [53]. an
offspring of Pnueli's Temporal Logie ([63]). as
for specificying time alfectad by the envicenment. Feal
time is refered in [T} iu absolute sense by using the vari-
able now to represent Lhis point in time and then by
relating that to the surrounding environment . This is
a very powerful means of involving critical time con-
straints in system specilications with artions regarded
in isolation from rime advancing steps.

a base

A, Specifying Beal Time with TLA

C'lommunication protocols and services providing
multimedia m a network under time constraints can
be ranked ameong real-time control systems. In the fol-
lowing we present a TLA view on the subject.

Actions and State Transitions: TLA is able to
represent a finite state svstem model based on termporal
logic. The specification consists of steps defining stace
changes as result of actions. The distinction between
old and new states is achieved with the operator ’ for
the new state and O to mean henceforth.

In TLA. the notation “nchanged 57 is used for
new _stefc = old_state or Further. [A].
denotes A v ([ {nchenged v) to assert a single legal
step, 1.6, that either an A — siep occurs or that the
implicated system states cdo neb change. Then O[A],

(8" = s
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requires that every step of a behaviour is legal.

The succeeding actions in a behaviour are described
by the composite action A ezt which represents all rel-
evant state changes. A predicate /nit indicates the
starting state and I/nit A O[A ert], asserts a behaviour
that is safel.

Real Time: Associating real time with the execu-
tion of behaviours is described in [7].

¢ Actual time in any specification is represented by

the variable now, the value of which is a never
decreasing real number:
RT £ (now € R) A O[now € (now, o¢)]now
where (r,oc0) is {t € R :t > r}.
» Time-advancing steps are distinct from ordinary
program steps. By introducing the state function
4, a tuple of all variables relevant to the system,
advancing time is related to other system features:
RT, = Al(noweR)
. A O(now’ € (now, o)) A (v = V)]now
This is relative real time BT, (regarding the state
function @) which is defined to be THE MOMENT OF
TIME IN WHICH CERTAIN DISCRETE SYSTEM VARI-
ABLES REMAIN INVARIANT. [n this way, we can
define different real times® related to different sets
of system states or different system components.
Since RT, is equivalent to RT A BDlneow’ = now),,
then:
Init A O[A]l, A RTy = A Init
A QLA A (now’ = now)]y
A RT
This is the essence of the Lampeort—Abadi approach [7]:
to define time as a system intrinsic function constrain-
ing state changes. We use this concept as a base for de-
veloping system requirements for timing and synchro-
nization.

Synchronization: The problem of synchronizing
several data flows in a network can be formulated as set-
ting up a number of timing requirements to be hold on
a set of system parameters (buffer/data unit size, me-
dia scaling, flow control policy, etc.}. The specification
depends on how we describe the system requirements,
i.e. where we expect to realize the synchronization: in
the networlc, in the workstation, or in the application®.
Thus, we can compare (and adjust!) diferent system de-
scriptions regarding timing constraints and relate “real
times” of the system components by converting them
into state—function predicates and vice versa whenever
appropriate.

Real Time Constraints:
ing assumptions:

Lamport makes follow-

L'he issue of liveness to ensure that behaviours proceed with
time is hanclled later in the texe.

2no matter whetlier continuous or discrete time is applied !

354 we naturally have more than one solution. The formal
proof of such timing constraints for the corresponding system
model can be done by applying TLA formulae in a straightfor-
ward manner,

+ Safety property Imit AG[Aezt]. does not constrain
time iff now’ = now + 4 1s a subaction of it.

« Real-time constraints on the-system F may be im-
posed using fimers to restrict the increase of now
using a state function ¢ such that F! = 0O €
R U {dx]}) as

— upper-bound timer (now never advances past t}:
Most(t) 2  (now <if) A Onow’ <t Jnow

— lower-bound timer (an {A), step cannot occur

when now is less than ¢):
Least{t, A, v) = O[A= (¢ < row)ls

Often we have to assert that an .4 step must occur
within & seconds of when the action .4 becomes en-
abled, for some constant J to indicate the availabilty of

a particular step and make confident staternents about

what really has to happen.

B. Focusing on the Problem

Let us specify a service interface related to the buffer-
ing part of the mnetwork. Here the physical network
consists of a transmission channel helding a buffer
keeping the sequence of packets delivered for send-
ing and a boolean-valued flag toggle. Data is sub-
mitted in the buffer and the process is regulated by
complementing the teggle indicator. Input and out-
put are represented by the pairs (indata, toggle _in) and
(outdata, toggle_out) respectively where foggle_in and
toggle_out are Boolean flags for input/outpu't control
and indata and outdata are the values of the input
packet and the transmitted (output) packet. Transmis-
sion is purely local to the sender with inputs being loss
if they arrive faster than the buffer can handle them®.
The sequence of output messages is a subsequence of
the sequence of input messages.

C. Temporal Specification
Let us start with the untimed system specification®.

Predicate /nitg describes the initial states of the vari-
ables in the queing buffer B:

A toggle_in, foygle .out = {true, false}
A tndata, outdata € Pkts

A Loggle = loggle.in

A buffer = ()

fm'tb =

Action Nextp describes allowed changes to the system
variables as disjunction of the actions Put, Store, and
Sernd.

Nextnp = Put vV Store Vv Send

“Later we ean add timing constraines to rule out the possibility
of lost messapges,
®There is a distinct advantage of this upproach, because we are

able to add in timing alter we have sstablished the clescription
af the various actions to take place there
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Functional Components: TLA allows to specify a series
ol actions in a module associated with the functioning
of a particular system component. For example, action
Fut establishes the necessary state-changes for placing
packets into the buffer. It is always enabled, i.e. In any
state, new Input rmay be sent:

2

PutVars

(toggle_out, outdate, bu f fer. toggle)

Put 2 A toggle_in' = —ioggle_in
A indate’ € Pkts

A PutVars' = PutVars

In a similar way are constructed the actions Store and
Send for getting packets into the buffer and transmit-
ting the tokens to the outer network.

Temporal Formula: Specg represents the internal spec-
ification of the sending procedure and describes all se-
quences of states that may be instantiated 9:

2

Specp Initg A O[Neztgly

Ifnitg asserts that the initial state is correct;
O[Nextg],. asserts that every step is either a legal
Nertp step or leaves v unchanged.

Correctness: TLA is an untyped logic. However,
to ensure the consistency of declarations, it is possible
to define alternative functions to verify them. Specg is
correctly specified, if Specp = OCheckpg, where Check
is the predicate asserting the nature of all variables
declared.

D. Adding in Timing

Let us now add timing to the actions of the previous
section. Data packets are added to and transmited from
the buffer at most once every d;,4 seconds with lower-
bound timers tpy,; and tg.ng used for these operations.
An incoming paclket must be added to the buffer within
Mier seconds of appearing at its interface. The "upper
limit” timer Tsyore 15 used for this purpose. Similacly.
timer Tsung restricts the delivery of data packets to
the output buffer interface within A, 4 seconds after
the unbuffering action Send becomes enabled. Let us
redefine the actions discussed above with timing added
in. For example, Put becomes Put’:

Put® = A Put
Adpyr < now
A toye = now’ + d.na
Aif data_in then T%, ., = now' + Ay
A if —data_in then T, ,,.. = oo
A if ebuf then (tsend; Tsena) = (20, 30)
A Af —ebuf then Unchanged(lsend, Tsendg)
A now’ = now
where

if toggle’ # taggle-in’ then data_in = “true”

SState Predicate v is the state function tuple of all relevant

system vartables.

if buf = () then ebuf = “true”

The description of the process is further developed
by providing a representation for the advance of time
in relation to the other specified actions. Action TF
15 defined to meet the variable now in establishing the
‘exact moments of time we are referring to G

TF 2 Anow' € (now, min{Tseng. Tstor:)]
Avt = vt
where vt 2 (0,tpus, tsond, Toend, Tetore)-

The timed system description is contained 1in the
module TimedTransmission shown below. Each con-
stituent action A of formula Specy specified in the
original module has a corresponding® timed version .A*
with the time advancing action TF added in to allow
for the advance of variable now with time. Formula
Specly satisfies each maximum-delay constraint by pre-
venting now from advancing before the constraint has
been satisfied. Such TLA formulas describe what is sup-
posed to happen. not how it 18 to be achieved. Spech
says only that an action occurs before now reaches a
certain value, and this way of thinking s different from
conventional methods where now is changed by the svs-
tem.

—————— module Timed Transimission ——
import Transmission, Bufferdctions. RealTime

predicates
a \
vt (b‘, tpPuty tsend: Tsend. Tstare}

wt = (vt now)
Initsy Z Jnitg A now € L
AN bpyr = now + ;5,4
. Absend = Tstare 3= Tgena = 20

actions

Neatly 2 Putl W Stort v Sead v TF
temporal

Specty = [nity A O[Nexth]ue

E. Liveness

Formula Specty deseribes a sefety property, meaning
that it is satisfied by an infinite behavior which starts
in a correct initial state, and in which every succes-
sive state is correct Y. In practice, safety asserts what
may not happen. However. in asyuchronous communi-
cations we have to ensure that events will eventually
happen. This is achieved through the praperty of live-
ness [3] in the form of fairness conditions. While a

"Note: (r.s] denotes the set wsuch that r < w < s,

SThis is perfectly “legal™ as we know that the logic of the aquiv-
alence of {OF) A (OG) and O(F A G)[5] may be used to verily
the actions in Specg when they are conjoined with appropriate
temporal timing formulas,

INote: TLA recognises the concept of stuttering which allows
a safe state to remain so forever.
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safety condition may assert e.g. that a data paclket is
not sent until it is put on the buffer, a liveness condition
may assert that i} a data packet is put on the buffer. it
will be eventually sent [5]. Thus we corplement Specy
te a satisfactory buffering/transmission. specification
by conjoining the strong fairness property SF .. {Store)
and the weak fairness property WF,:(Send) to it:

A Inatly
A O{N ezt
A SFy(Store)

Specp 2

A WF,:(Send) .

e Property SF,.(Store) asserts that if ackion Store is
enabled infinitely often, then infinitely many Store
steps must occur. It implies that if infinitely many
inputs are sent, then the buffer must receive in-
finitelv many of them.

e Property WF,:(Send) asserts that if action Send
is enabled forever, then infinitely many Send steps
must occur. ‘This property implies that every
buffered packet is eventually output.

[1I. MULTICASTING aAnD MurTiPLE USERS

So far, buffering has been considered as “local” pro-
cedure, handling data on the sender’s side in such a
way that time is “lost” internally for sach bulfer as it
handles each connection, providing it with replicated
dala for the transfer'®. Synchronization is one aspect
of timeliness, and buffering policy is a particular aspect
of synchronization. Let us now consider what happens
in the network.

A. Real Tune Aspects in Multimedia Transmission

An sochronous application such as remote videocon-
ferencing requires a bounded end-to-end delay while
avoiding any observable jitiering effect. However, the
data packets of several synchronised connectioits may
have different delay variations belore being integrated
and synchronised at the receiver side!l. When talk-
ing about “real time aspects” in multimedia communi-
cation, we are addressing the whole set of techniques
provided to make the user believe that she is actu-
ally /virtually “now and Face-to-face” involved in a talk
with her remote partner.

The problem may he solved in several diflerent ways:

e synchronization error recovery, e.g. [9] introducing

a set of QoS values to determine the mismatching
tollerance time;

o flow synchronization, e.g. [1] using synchronized

network clocks and fixed end-to-end delay enforce-
ment;

19 The sperification provides the data to only “one” alins/group
address for multicast and we have assumed that the network Jdoes
the rest of the job while reducing the buffers to one.

'L This can be due to the heterogenious nature of the networks,
terminal equipment and operating systems which shape the traf-
fic as a result of buffering policies and processing power.

e synchronization transport mechanisms. e.g. [10]
using groups of related multimedia connections
witl a common base for calculating rate control
pararneters.

All three methods can be madelled with TLA, and here
we concentrate on the last one.

B. Synchronisation using Rate Control

Rate control is a prefered technique for enforcing
policies, performance optimisation and ressource usage
in multimedia applications [11]. The flow control mech-
antsm of the XTPX praotocel [12] is based on:

L. Rate Control Timer (RCT)

2. BURST - the maximum number of bytes allowea

to be sent in an RCT interval (RCTI)

3. RATE - the maximum number of bytes sent per

second: RATE = BURST/RCTT
The XTPX rate control techniques may be influenced
by application layer framing and the nature of the me-
dia. The protocol uses feedbacks of the receiver (CNTL
response PDUs), the network and the local application
to (re)negotiate the sending rate of the connections.
Thus, multimedia traffic can be shaped by synchroniz-
ing connections to different or same cesinations using
bundies to assign appropriate rate control parameters
tor each connection of the bundle (e.g. to independenat
media sources such as audic and video].

Let us consider fnterval dT; be a tu[ile o B )
describing a timer interval with starting moment #;
and ending moment £; + 1 for the RCT to process the
sum of the bursts of connections included in a bundle:
dTi =ty — 1. Let di*® and Y7 be the duration of
the burst of an isochronous and a synchronous media
connection within d7; respectively, and let hoth con-

The timing rransfer
requirement is then dj:“' + d; & < % for each
i in an RCTI sequence. Ergo, to “squeeze” -the asyn-
chroncus media traflic within the bundle means that:
AT Ty — o e, the hursts of the asynchironous
media traffic must be transmited in the intervals "
fulfilling the above inequation *.

Finding an optimal RCT interval to provide for
timnely delivery of the different media packets is the
goal of bundled rate routrel synchronization. By in-
troducing statistical values for the timer interval in the
system specification related to the desired throughput
and burst ranges, it is possible to check the fulllilment
of timing constraints and to evaluate the scalability of
the service with respect to synchronous media transfer.

Relating Real Time to its Environment:

We proceed as follows. First, we tune d7; to fix a con-
stant BL7 RST for a specific media unit '3, Then, large
scale variations and fine tuning of d7; are intended to
sample the whole range of bursts typical for that kind of
media transfer. The minimal interval dT7 allowing a

nections be coupled in a bundle

T

'2The sanie condition applies if we Lry to couple more than two

synchrenous and asynchronous connections in a bundle.

13 2

e.g. same image frame size of a motian JPEG video. [13]
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desired vonstant average B/ RST can be obtained in-
dependently for each media type, e.g. d77" (vid) and
dT7"" (aud) for video and audio bursts respectively.

If we now return to the subject of fairness and use the
strong and weak fairness arguments, we call strengthen
the specification and give the very practical assertion
of hard and soft synchronisation requirements [14].

First, we revise the specification of Nextl, to con-
sider the whole multimedia transmission pI‘OCG\‘: e.g
for audio and video data streams:

Nextly = V (Puth,,V Storel
vV (Putl,, Vv Storet

ug V Sendt,, ;v TF)
dV Send? VTF)

vi vid

Then, our specification covering the advance of time is
augmented to cater for synchronisation, so that di; =
min(dT™? (vid), dI7™" (aud)) and

TF = A now' & (now, min(Tsend, Tseore, 47%)]
At = vt

Finally. we define:

e Hard synchronization for multimedia means an
exact temporal relation between any two informa-
tion units, 1.e. there must be distinct time intervals
between the data units transfered'?. One way to
state this is e.g.:

(SF el Storewg) A WE (Sendyig))
(SFue(Storegual A W {Sendawa))

Fairyig =
Y

Feairana
HdSync'y, = A Initly A OV et ]
AN Fairyiq
V Faitqud

e Soft synchronization occurs when certain grade
of tollerance (time interval) is allowed for the rep-
resentation of the different media types in addition
to the fixed synchronization point. This is an ap-
plication and information contents dependent fea-
ture ol isochrenous media where the quality or
grade of acceptance is empirically derived on a sta-
tistical base. A varianl of this is:

Fatrstore (SFL(Store,;u)V W (Storegnq))

(SFye(Sendyig) v WF(Sendanal}

=
5 A
Fairgens =

WekSyncy = A Inithy A O[Nexty ]
AN F(Li?‘sw,-e

A Fairsena

Both kinds of synchronization can be also used in
combination to express different timing configurations
between the media types. Besides, by extending the
temporal operators O {always) and & (eveniualy)
with timing constraints to hold, each [luirness require-
ment can be additionally strengthened. This technique

1 An example for this is the randesvous concept in CEP, [15].
[n the above case of two data streams we can asscrt that the
Store and Send processes for each particular data strenm ut the
initiator terminal must be ready to perform at any time that the
prevailing system conditions permit.

can be applied to specily and verify any synchroniza-
tion mechanism as far as the values of the correspond-
ing system-variables ave known or predictable.

[V. CONCLUSIONS

We have presented a formal approach to speciiving
real time for synchronization of data Aows in multi-
media communication. The main contribution of this
paper is the application of temporal loglc to service
modelling and verification with respect to real time
treatment, and in particular with the consideration of

-statistical values for rate control in requirements for

“hard” and “soft” synchrenization.

This method is continuation of our previous work in
multimedia service design [3] and is intended to be inte-
grated in a common multimedia service design platform
with other formal and measurement tools [18].
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